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**Study History:** The objective of this one-year project was to evaluate current monitoring programs for harbor seals in Alaska. Specifically, the evaluation examined program sampling design, accuracy and precision, and application to the management and conservation needs of harbor seals. This evaluation and review used data and information from three primary sources: (1) Results of Trustee Council restoration project 064: Monitoring, Habitat Use, and Trophic Interactions of Harbor Seals in Prince William Sound, Alaska; (2) Annual reports of the ADF&G statewide harbor seal research program, and (3) NMFS reports on annual population abundance surveys of harbor seals in Alaska.

**Abstract:** We used simulation to investigate robust designs for the Alaska harbor seal population surveys. We employed an operating model approach, creating simulated harbor seal population dynamics and haulout behavior that incorporated all factors thought to potentially affect the performance of aerial surveys. We found that adjusting counts for the effects of covariates such as survey date or stage of tide was both possible and essential. Annual estimates of the average fraction of the population hauled out are also advised.

**Key words:** harbor seal, *Phoca vitulina*, survey design, aerial count, Gulf of Alaska, simulation.

**Project Data:** This project is primarily a re-analysis of existing empirical data collected by the ADF&G and NMFS during studies to assess the population trend and abundance of harbor seals in the Gulf of Alaska, including Prince William Sound. These data are primarily counts of harbor seals obtained from both aerial surveys and land-based monitoring studies. Additional data include the geographic location of the seal haulout where the counts were obtained, and records of environmental variables associated with the count data: e.g., date, time, tidal stage. The format of these data is an EXCEL spreadsheet. The primary custodians for these data are: (1) Kathy Frost, 1550 Coyote Trail Fairbanks, AK, 99709-6009; 455-6885; kifrost@eagle.ptialaska.net; (2) Robert J. Small, ADF&G, 1255 West 8th Street, Juneau, AK, 99802-2256; 465-6167; bob_small@fishgame.state.ak.us; (3) Dave Withrow, NMFS, 7600 Sand Point Way NE, Seattle, WA 98115-0070; 206-526-4019; Dave.Withrow@noaa.gov

We used simulation to investigate robust designs for population surveys of Alaska harbor seals. We employed an operating model approach, creating simulated harbor seal population dynamics and haulout behavior that incorporated all factors thought to potentially affect the performance of aerial surveys. We found that adjusting counts for the effects of covariates such as survey date or stage of tide was both possible and essential. Annual estimates of the average fraction of the population hauled out are also advised. A key factor governing the robustness and power of harbor seal population surveys is inter-site variability in trend. This factor is well understood for Prince William Sound and Kodiak trend sites, but better information is needed for other sites in the Exxon Valdez Oil Spill area.

Key words: harbor seal, Phoca vitulina, survey design, aerial count, Gulf of Alaska, simulation.

Harbor seal population abundance and trends in abundance are primarily assessed using aerial counts obtained during the August molt period. Photographs of all seals at a haulout are taken from an aircraft, and precise counts are then obtained when the image is later scrutinized in the lab. Logistical and weather related factors preclude surveys being conducted under constant environmental conditions, most of which vary asynchronously, thereby resulting in difficulties inferring harbor seal abundance and population trends from aerial counts. For example, not all seals haul out at any one time, and the number hauled out varies by date, time of day, stage of the tide, etc. (Frost et al. 1999, Small et al. 1999).

In order to monitor trends in seal populations, the Alaska Department of Fish & Game (ADF&G) annually counts seals on a consistent set of trend sites within several distinct survey areas (Frost et al. 1999; Small et al. 1999). They have used sophisticated statistical methodologies to standardize these counts to common units by estimating the effects of covariates such as date, stage of tide, time of day, etc. on the number of animals seen (Frost et al. 1999; Small et al. 1999; Jay Ver Hoef personal communication). This attempt at standardization may suffer from being based on observational rather than experimental data. In at least one instance, counts had been made progressively earlier in
the year across a 5 year period. This could lead to potentially confounding the effect of date on the fraction of the population hauled out with the underlying true trend in the population (Small et al. 1998). ADF&G does not attempt to convert their standardized counts to an estimate of absolute abundance.

The National Marine Fisheries Service (NMFS), mandated by the Marine Mammal Protection Act (MMPA) to estimate absolute abundance, periodically obtains aerial counts of seals over their entire range in Alaska. Both the maximum and mean count for the sites are calculated and summed across sites, and mark-recapture methods are applied to presence/absence data obtained from VHF radio tagged animals to estimate the fraction in the water (Huber 1995; Withrow and Loughlin 1995, 1996b). Based on this fraction, NMFS has applied a single ‘correction factor’ to their mean count to estimate absolute abundance. Covariate data has been collected during surveys, and methodologies for incorporating this information into population estimates are being investigated.

The correction factor that should be applied to estimate absolute abundance necessarily varies with the state of the covariates that affect the fraction of the population hauled out (Figure 1). In addition, other concerns about the harbor seal surveys have arisen in recent years. In the Prince William Sound (PWS) region, the reported decline has been disputed, based on the premise that seals have moved to locations outside of the survey area, and that the current survey sites are not representative of the entire PWS area. Problematically, the areas that the seals have purportedly moved to contain glacially dominated fiords, where it is suspected that both haulout behavior and visibility of the seals may differ (Hoover 1983, Mathews and Kelly 1996). Recent evidence that seals separated by relatively short distances may exhibit significant genetic differences (Westlake et al. personal communication) suggests that different population trends might occur over small spatial scales. The timing of the molt period may also vary across years (Jemison and Kelly 2001), resulting in temporal variation in haulout attendance and thus the number of seals counted during surveys. A more methodological concern is the disappearance of animals from several haulouts on aerial survey routes; whether these sites should be retained or replaced is not obvious.

In what follows, we examine harbor seal population surveys in that portion of the Gulf of Alaska affected by the Exxon Valdez oil spill (EVOS) using computer simulation. The simulation approach is the only way to examine alternative survey designs and evaluate the effects of animal movement, variation in molt period timing, inter-site variability in trends, and other factors thought to affect the surveys and harbor seal populations. We compare the robustness of alternative survey designs to the biological phenomena that might affect our ability to estimate population trends. Based on these analyses, we provide guidance on how to improve existing survey practice.

**METHODS**

**Operating model approach**

The operating model approach (also known as operational management procedure) is an emerging technology that is becoming widely used in evaluating the robustness of natural resource management strategies. Pioneered by the Scientific Committee of the
International Whaling Commission (Kirkwood 1997), it has found use in fisheries management, particularly in South Africa (Butterworth and Bergh 1993, Butterworth et al. 1997, Cochran et al. 1998). The goal is to find a management procedure that achieves resource conservation objectives by conducting large-scale simulations over a wide variety of operating conditions and hypotheses.

In our context, the management strategy is the design of the Gulf of Alaska harbor seal population abundance and trend surveys conducted by NMFS and ADF&G, respectively. We use the operating model approach to provide a framework, using a known population, for evaluating the robustness of alternative survey designs. By robustness, we mean designs that produce reasonable estimates (low bias and variability) even when assumptions are not strictly met. The operating model contains all the known and hypothesized factors affecting the population and the survey.

The operating model contains an estimation module that translates the data into estimates of key quantities. Often a simplified estimation model replaces the usual one, in order that large numbers of simulations can be performed.

The inputs to the operational model consist of relevant information about the Gulf of Alaska harbor seal surveys, as well as basic principles of sampling and survey design. We obtained raw data from the survey, gathered literature results and values, and attended meetings with marine mammal scientists to obtain expert opinions. We found that the Bayesian hierarchical model of Ver Hoef and Frost (1999, 2000) provided a logical starting point for development of our model. Knowing that this model would be too complex to use for large-scale simulations, we reanalyzed the raw count data and came up with a general linear model formulation (described below) to approximate results from the Bayesian model.

Reanalysis of Prince William Sound trend route ‘A’ sites

We performed individual analyses for each of the 25 sites that comprise the ADF&G PWS ‘A’ trend survey route using a general linear model formulation similar to Ver Hoef and Frost (1999). The dependent variable was ln(count+1). The model contained a categorical variable for year and covariates for date, time of day, tide, and tide height (with quadratic terms for the first three covariates). Because tide height and time of day were the least significant variables, we dropped those variables and reran a reduced general linear model. Results were fairly similar to Ver Hoef and Frost (1999), so we used parameters from the reduced model in subsequent work.

The estimated deviation of the trend at each site from the average trend is shown in Figure 2. There is large inter-site variability in trend, with deviations ranging from -0.28 to 0.22. These deviations are a key ingredient in the operating model.

The estimated effect of day on ln(count+1) is shown for each site and averaged across sites (Figure 3). On this scale the estimated effects range generally from -1 to 1 from 10 days before the mean survey day of August 28 to 20 days after that day (corresponding to the range in the data). The effects also range from minimal (flat) to concave downward (the expected effect) to concave upwards (somewhat counterintuitive). Averaged across sites, the overall effect is concave downward. The peak cannot be seen on the graph but occurs about 15 days before August 28.
The estimated effect of tide on ln(count+1) is shown for each site and averaged across sites (Figure 4). On this scale the estimated effects range generally from -2 to 1 from 3 hr before low tide to 3 hr after low tide (corresponding to the range in the data). The effects range mainly from minimal (flat) to concave downward (the expected effect). Averaged across sites, the overall effect is concave downward with a peak about low tide.

The individual site parameters (linear and quadratic coefficients) for day and tide are used in the operating model. The average across sites in the above graphs can be used to predict the average impact of each factor on the counts.

Spatial structure

The model was multi-year (12 years) to correspond to the longest length of survey trend data available for the Gulf of Alaska Region. The model was multi-area (PWS, Kodiak, AK Peninsula, Cook Inlet, Kenai, Figure 5) to correspond to the 5 regions of interest in the EVOS spill area. All potential sites within the area were classified by substrate, as either ice or non-ice. Sites were identified from the 1996 NMFS survey and the ADF&G Kodiak and PWS trend routes, with some pooling of sites in close proximity, resulting in a total of 244 sites (Figure 5).

The sites were sorted, mainly by decreasing longitude [west to east], and classified into 8 survey sub-areas within the 5 major areas (Table 1).

<table>
<thead>
<tr>
<th>Survey sub-area</th>
<th>Main area</th>
<th>Number of sites</th>
</tr>
</thead>
<tbody>
<tr>
<td>Survey 1</td>
<td>Area 1(AK Peninsula):</td>
<td>53</td>
</tr>
<tr>
<td>Survey 2</td>
<td>Area 2 (Kodiak):</td>
<td>37</td>
</tr>
<tr>
<td>Survey 3</td>
<td>Area 2 (Kodiak):</td>
<td>35</td>
</tr>
<tr>
<td>Survey 4</td>
<td>Area 3 (Cook Inlet):</td>
<td>34</td>
</tr>
<tr>
<td>Survey 5</td>
<td>Area 4 (Kenai):</td>
<td>12</td>
</tr>
<tr>
<td>Survey 6</td>
<td>Area 5 (PWS A stations):</td>
<td>19</td>
</tr>
<tr>
<td>Survey 7</td>
<td>Area 5 (PWS B stations):</td>
<td>27</td>
</tr>
<tr>
<td>Survey 8</td>
<td>Area 5 (PWS C+Copper River):</td>
<td>27</td>
</tr>
</tbody>
</table>

The survey sub-areas were chosen to approximate actual practice during the 1996 survey. With the exception of survey 8, these survey routes correspond to entire areas or subdivisions of areas as defined for population dynamics (see below).

Population dynamics

The model follows the abundance of harbor seals at all sites over the course of the simulation period. Because the survey design was the key factor in this study, we kept the model's population dynamics simple and deterministic. We define abundance as the count of animals that would occur on the date of peak attendance during the molt period at low tide with no unknown covariate present. By doing so, we avoid the problems of modeling the calibration between counts and abundance, such as occurs in the calculation of the minimum abundance estimate.
1. **Movement**- Using all sites, a matrix $\Theta$ of movement proportions is constructed: $\theta_{j\rightarrow i}$ is the probability that an animal at site $j$ will be at site $i$ the next year, so that the “from” region is in columns and the “to” region is in rows. For simplicity it is assumed that movement declines linearly with distance between sites at rate $z_m$ up to a distance $d_m$, so that $\theta_{j\rightarrow i} = z_m (1-d/d_m)$, where $d$ is the distance between sites $i$ and $j$. Since movement among sites is thought to be small, the default setting is no movement among sites. Movement among sites is incorporated in studies of differing substrate preferences (see below).

2. **Time trend**- A hierarchical model is constructed for the trend parameter $\tau_t$ at each site, which is defined as the log ratio of abundance in two successive years:

$$\tau_t = \ln(N_{t+1} / N_t) = \mu + A_t + L_k,$$

where

- $\mu$ = overall trend
- $A_t$ = adjustment for area
- $L_k$ = site-specific adjustment (like an error term).

We assumed that substrate does not affect trends in abundance; rather it affects behavior of the seals through movement or attendance parameters. Note that the value of $\tau_t$ is negative when the population at a site is decreasing. The overall trend ($\mu$) and the adjustments for each of the 5 areas ($A_t$) are input by the user to the simulation model. We obtained site adjustments ($L_k$) from reanalysis of the 25 sites in the PWS ‘A’ trend route, by assuming that inter-site variability in trend from those sites is the same for all sites in the study area. The site adjustments of all 244 locations in the simulation were then sampled with replacement from the 25 deviations in PWS site trend.

3. **Initial conditions**- We used the 1996 NMFS database (Withrow and Loughlin 1997) to set initial conditions for abundance in the first year. If the NMFS count was $<10$ in 1996, we replaced it with 10, so that all sites would have some animals at the start.

4. **Population abundance**- Abundance at the start of year $t$ is written in vector notation as $N_t$. It is assumed that movement occurs immediately after the beginning of the year, so that abundance after movement is $\tilde{N}_t = \Theta N_t$. The population trend is accounted for thereafter. For each site $i$, abundance after movement is written

$$N_{i,t+1} = \tilde{N}_{i,t} \exp(\tau_{ii}),$$

where $\tau_{ii}$ is the site-specific trend.

**Attendance at haul-out sites**

1. **Factors**- In the model, we wish to include those factors that may affect the number of seals present at a site (attendance). These include survey date, time of day, time relative to low tide, and tide height (Ver Hoef and Frost, 2000; Small and Pendleton, 2000). Survey date is one of the main survey design features and must be included. For simplicity, we subsume the remaining factors into a single factor, which is known. In addition, we want an additional factor in the model that is unknown to the researchers to
see how covariate adjustments can be negatively impacted by an unknown and unmeasured factor. Therefore, we assume that attendance is related to:

a) variable $x$: day relative to the mean PWS survey day of August 28,
b) variable $y$, a known covariate: a variable that affects attendance within a day, which we took from the variable “time relative to low tide” in the Ver Hoef and Frost analysis and our reanalysis,
c) variable $z$, an unknown covariate: a lurking variable not related to low tide timing, and
d) random events.

Day and tide are modeled as quadratic effects, and the unknown covariate is modeled as a linear effect. The expected overall effect $E_i$ of the these three variables for each site $i$ is loglinear:

$$E_i = \exp(\beta_{1i}x_i + \beta_{2i}x_i^2 + \beta_{3i}y_i + \beta_{4i}y_i^2 + \beta_{5i}z_i)$$

[labeling differs from Ver Hoef and Frost]. Differing effects by substrate are included here when they are present in the scenario being examined.

The residual variability and day-to-day autocorrelation were estimated from 6 years of almost daily counts taken at Tugidak Island in the Gulf of Alaska (Jemison et al. 1998). To approximate the deterministic biological processes affecting the magnitude of the counts, counts were modeled as the sum of two bell-shaped curves. The first curve represented the pupping period, and the second the molt period. The shape of these curves was a normal distribution multiplied by a scalar.

$$C_{y,t} = H_{1,y} \exp \left( -\frac{(t - \mu_{1,y})^2}{2\sigma^2} \right) + H_{2,y} \exp \left( -\frac{(t - \mu_{2,y})^2}{2\sigma^2} \right)$$

Here $C_{y,t}$ refers to the count on day $t$ in year $y$. The subscripts 1 and 2 refer to the pupping and molting periods, respectively. The scalar ($H$) and mean date ($\mu$) of each curve differed among years and periods, but the width parameter ($\sigma$) was shared among curves to achieve parameter stability.

Curves were fit to the Tugidak count data by maximum likelihood assuming lognormal error (Figure 6). The peak date ($\mu$) for the pupping and molting periods had standard deviations of 8.3 and 11.4 days, respectively. The residuals of the log-transformed data were found to have a standard deviation of approximately 0.35 with an autocorrelation of approximately 0.40. For modeling purposes, these were taken as conservatively large estimates of the day-to-day variability in counts unrelated to explanatory covariates. Random variation in counts was thus modeled as lognormal error with a standard deviation $sd=0.35$, and successive counts within a site and year were assumed to be autocorrelated with $c=0.40$. The random effect and the annual abundance at each site are then multiplied to obtain the simulated number of animals present on survey day $k$ (i.e., the count on that day):

$$C_{i,d,k} = N_{i,d}R(E_{i,d,k}, sd, c),$$

where $R$ is the lognormal random generator.
2. Covariates- Variable x, survey day: For each of the 8 surveys in the 5 areas, our base case defines a 10 day survey period starting with a random day 0 to 10 days before the mean survey date (August 28). Flights are conducted randomly on 7 of the 10 days.

Variable y, tide: This variable is actually standardized time relative to low tide. It is drawn for each site and survey as a Uniform variable between -1.5 and 1.5. This range is slightly shorter than the range found in actual surveys (-1.9 to 1.8), but helped to simplify the modeling.

Two alternatives are considered for the unknown covariate:

Variable z, unknown covariate 1. This variable is assumed to have a linear positive trend from -1.5 to 1.5 over the 12 years. For each site and survey in a year, uniform random variation between -1.5 to 1.5 is added to the resultant annual value.

Variable z, unknown covariate 2. This variable is assumed to have a random uniformly distributed mean from -1.5 to 1.5 over the 12 years. For each site and survey in a year, uniform random variation between -1.5 to 1.5 is added to the resultant annual value.

Figure 7 shows a realization of these two unknown covariate structures for a single site. In the base case, it is assumed that there is no unknown covariate effect, so what is shown is the uniform tide variable across years and 7 surveys within a year. In study 1, covariate 1 is assumed to be present, which has the distinct linear trend in Figure 7 with uniform variation. In study 2, covariate 2 is present, which is seen by the random trend in pattern over years. The two covariates are not used in the same simulation.

3. Attendance parameters- The parameters \( \{ \beta \} \) are chosen from the reanalysis of PWS Trend A data (described above). For each of the 244 sites, each coefficient is randomly drawn with replacement from the 25 site-specific parameters.

For the unknown covariates 1 and 2, the central tendency of the linear parameter (there is no quadratic coefficient) is chosen to give a mean adjustment in the dependent variable of 0.5 at covariate value -1.5 and of -0.5 at 1.5. This is a similar effect to that for the tide variable, resulting in a coefficient of -0.32. Each site-specific coefficient is drawn from a normal distribution with mean -0.32 and standard deviation 0.16 (presuming that a 50% CV would be a reasonable amount of inter-site variability). This effect of the unknown covariate is shown in Figure 8 as a function of the unknown covariate's values. This is translated into an annual effect in Figure 9 for unknown covariate 1, which has a linear trend over time.

An analysis of multiple years of daily count data (Figure 6) indicates that the peak date of attendance has an inter-annual fluctuation with a standard deviation of about 10 days. While our base model assumes that peak date of attendance is constant, we do construct an alternative scenario with the standard deviation in peak date.

For the purposes of this study, we do not have an additional parameter for the overall lack of attendance of animals not present given optimal conditions (molt peak, low tide). We are more interested in results related to optimal survey design rather than exact estimation of the population. We address survey issues related to this overall lack of attendance based on first principles rather than these simulations.

4. Counting errors- We assume that all animals surveyed are counted without error. We believe that the aerial survey probably does have some measurement error in counts due to weather conditions, glare, pelage color, and so on, but that the magnitude of this error
is small relative to the effects of attendance factors. Therefore we ignore counting errors as a second-order problem.

**Estimation models**

*Raw count estimates (RCE)* - The maximum count for each site and year across replicate surveys is calculated and totaled. No adjustments for covariates are made. The trend is calculated as the slope of an ordinary linear regression of ln(totmax count) versus year. In some analyses, the mean count is substituted for the maximum count.

*Covariate-corrected estimates (CCE)* - We approximate the approach used by ADF&G (a Bayesian hierarchical procedure (Ver Hoef and Frost 1999)) in which counts are adjusted to account for the effects of covariates on the fraction of seals hauled out with the simpler general linear model procedure described above. The rationale for this replacement is that we need a computationally non-intensive method to approximate the technique of adjusting for covariates. Since the goal is to compare relative rather than absolute performance, we feel that the general linear model is acceptable for this purpose. Variables used in the general linear model are year, standardized date, standardized tide, and their quadratic counterparts. The unknown covariate is not used in estimation, except to test whether the general linear model operates properly. The trend is calculated by regression of the estimated annual effects from the general linear model versus year.

**Simulations**

The algorithm used for conducting simulations is:
1. Generate the population dynamics and hold fixed for each survey design.
2. Simulate the survey to obtain counts.
3. Use the estimation models to get estimates of trend and abundance.
4. Repeat steps 2 and 3 many times (100-1000).
5. Compare with the truth from step 1 to determine bias, accuracy, and power to detect trends.
6. Repeat steps 1 to 5 for various scenarios of interest.

The "base case" simulation contained the following assumptions: the survey was done annually at all sites over 12 years, 7 replicate counts were made over a 10-day period roughly centered about the peak of attendance, seals did not move among haulouts, the average trend was zero, the covariates affecting attendance were known, and there was no difference in behavior due to the haulout substrate. Variations on this base case were explored to test the sensitivity of estimates of trend to characteristics of the survey and the seal populations. Performance was defined as the bias and accuracy (defined as the square root of the mean squared residual, or RRMSE) of estimates of trends and of the effects of covariates.

*Modifications of the survey* - The first set of simulations looked at obvious modifications of the survey design. We also looked at changes that had been recorded during previous surveys, such as a linear trend in the survey date (Table 2).
Table 2. Survey modifications investigated

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Values Investigated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Years of data available</td>
<td>4, 8, 12</td>
</tr>
<tr>
<td>Replicate counts at each site w/in a year</td>
<td>2, 4, 7, 14</td>
</tr>
<tr>
<td>Timing relative to peak attendance</td>
<td>20 days before, at peak, 20 days after, split survey with 4 counts at peak and 3 counts 20 days later</td>
</tr>
<tr>
<td>Linear trend in survey date</td>
<td>First survey centered ~ 10 days after peak, survey is two days earlier each year</td>
</tr>
</tbody>
</table>

*Lurking covariates* - The next set of simulations looked at the effect of a “lurking covariate”; i.e., some unknown factor that affected the fraction of animals available to be counted. As this would have the greatest impact if the value of the variable fluctuated from year to year, two such scenarios were considered. In both, the magnitude of the effect of this lurking covariate was chosen to equal that of the “tide” covariate. In the first scenario, the lurking covariate fluctuated from year to year. In the second, the value of this lurking covariate declined linearly over the 12 years. (See the covariates section above for further details.)

*Substrate differences* - We investigated the effect of different covariate relationships in different substrates. These simulations were run only for the 46 sites in Prince William Sound, where a particular concern about substrate effects has been expressed. We effected a systematic difference among ice and rock substrate types by removing the effect of “tide” in all ice sites and selecting an identical “average” tide effect at all other sites. As there are relatively few ice sites in Prince William Sound, we ran some simulations in which we assigned an ice designation to a random half of the 46 sites. Because of the small number of ice sites, in all substrate trials we also set all site-specific variations in trend ($L_k$) to zero to minimize among-site variability not due to substrate type.

We also looked at the effect of movement among haulouts, in particular, directed movement to particular substrates. In one scenario, in each year up to 20% of the population was assumed to move from rock to ice sites, or vice versa. The percentage and direction of this movement was a random uniformly distributed variable that varied from year to year. In the second scenario, every year 2% of the population on rocky haulouts migrated to icy haulouts.

*Power to detect individual site trends*

Power is the ability to reject a null hypothesis when the null hypothesis is indeed false. In application to the harbor seal survey, power is the probability of detecting a trend in population abundance when one is present. Type II error $\beta$ is $1 - \text{power}$, or the probability of not detecting a trend in population abundance when one is present. Conversely, Type I error is the probability of detecting a trend in population abundance when one is not present. Type I error is usually set to a particular level $\alpha$, typically 0.05.
In conducting a power analysis, it is necessary to have an unbiased procedure; otherwise
detection of a trend may be confused with bias in the estimation.

**Trends at a single site:** For site k, the site's trend over time is the combination of
an overall trend, an area-specific trend, and the site-specific trend,
\[\tau_k = \ln(N_{i+k} / N_i) = \mu + A_i + L_k,\]
where
- \(\mu\) = overall trend
- \(A_i\) = adjustment for area
- \(L_k\) = site-specific adjustment (like an error term).

Either the RCE or CCE procedure produces a confidence interval \((\tau_{1L}, \tau_{1U})\) from a linear
regression of the GLM estimates, and the confidence statement is
\[P(\tau_{1L} \leq \tau \leq \tau_{1U}) = 0.95 \quad \text{or} \quad P(\tau_{1L} \leq \mu + A_i + L_k \leq \tau_{1U}) = 0.95.\]

The random site-effects \(\{L_k\}\) complicate the determination of power, because they will
likely result in confidence intervals far away from 0 and therefore to rejection of the null
hypothesis of no trend in almost all cases. The power approach we use adjusts for the
random effects by rewriting the confidence statement as:
\[P(\tau_{1L} - L_k - \mu - A_i \leq \tau_{1U} - -L_k) = 0.95.\]

In our power analyses we set \(\mu\) to the trend magnitude we're interested in detecting, set \(A_i\)
to zero, and calculate confidence intervals. This is equivalent to setting \(L_k\) to zero.
However, actually doing so would provide misleading confidence in our ability to detect
area-wide trends (see below).

If the confidence interval does not contain 0, then we conclude that a significant trend
has been detected. Over 1000 replications, the proportion of significant trends is counted,
which represents power. The power values for the 244 sites are averaged as a summary
statistic.

**Power to detect area-wide trends**

Determining the power to detect a trend across an area is more complicated. Intuitively,
one would sum up estimates by site using either the CCE or RCE approach and then
estimate the trend using these sums. This procedure would effectively weight each site by
its abundance. Unfortunately, the lognormal error structure of the counts induces a bias in
abundance weighting that we have been unable to correct for.

Alternatively, we average the trend estimates for each site (which are on a log scale),
and this preserves the unbiased nature of the results. As before, we set \(\mu\) to the trend
magnitude we're interested in detecting and set \(A_i\) to zero. We calculate confidence
intervals as before, except we subtract the average \(L_k\) across all sites in the area. This
subtraction is necessary to avoid confusing site effects with area trends, which might be
important for areas with few sites. For areas with many sites, the random effects average
out. Type I error is reduced by averaging across sites: there is almost no chance that a
trend is detected when no trend is present.
Power vs. the number of sites surveyed

In the next power study, we further investigated the effect of the number of sites on power to detect trends. The previous power studies had different survey days for the 8 survey areas, which tends to introduce autocorrelation into the power statistics among areas. In the new study, a set of covariates was generated for all 244 sites with the same survey dates within a year. The operating model was then run with a set of pseudo-areas having from 2 to 75 sites.

Sensitivity analyses on power

A final power study looked at the effects of other factors. All runs were made with 25 sites in a single hypothetical survey area, and both average site power and average area power were evaluated to encompass the range of power likely to be encountered in practice. True annual trends from 0 to -0.1 were examined. A base run with typical inter-site variability (var(Lk)) used in the other power studies was contrasted with no inter-site variability and inter-site variability twice as high (2X). The number of counts per site (ncounts) was reduced from 7 (base) to 5 and to 3 in two runs. The number of years (nyears) was reduced from 12 (base) to 5 to examine the power to detect a trend over 5 years. Finally, the RCE method was evaluated using average counts instead of maximum count for both 12 years and 5 years of data.

RESULTS & DISCUSSION

Modifications of the survey

Accuracy declined dramatically as the number of years of data available decreased, whereas bias was not affected (Figure 10). The number of replicate counts obtained each year did not appear to be as important, as accuracy increased only modestly as the number of replicates increased from 2 to 14 (Figure 11). The effect of the date of the survey was mixed. Trend estimates were relatively insensitive to the particular date surveyed, although performance was slightly improved when surveying at the peak (Figure 12). However, the estimates of the effect of date on the fraction of the population counted were very sensitive to when the survey was conducted. Surveying 20 days before or after the peak greatly reduced the accuracy of estimates of this effect, particularly of the linear component (Figure 13). Splitting the survey so that some counts were taken 20 days apart resulted in a substantial improvement in accuracy.

When the date of the survey evolved over time, the covariate-corrected trend estimates lost little accuracy. However, the raw count-based abundance estimates were severely biased (Figure 14). In contrast, natural fluctuations in the date of peak attendance resulted in little loss of accuracy.
**Lurking covariates**

Including an unknown covariate that fluctuated from year to year had only a minor effect on the accuracy of trend estimates (Figure 15). With 12 years of data, the trend component of the counts was easily distinguishable from the additional noise due to this covariate. However, we would expect a larger impact if fewer years of data were available. Both trend and abundance estimates were highly biased when the lurking covariate had a linear trend over time.

**Substrate effects**

Including a systematic difference in the effects of the “tide” covariate between ice and rock sites in Prince William Sound did not appreciably affect the performance of the survey, even if half of the 46 sites were assumed to be ice-type (not shown). Movement among sites did not affect trend estimates any more when movement was substrate-oriented than when it was random with respect to substrate (Figure 16).

However, in these scenarios only the covariate effects differed from site to site. In retrospect, we realize that even eliminating the effect of the major covariate “tide” results in differences between ice and rock sites that are no larger than the differences among rock sites (Figure 4). As these differences in covariate effects are adequately estimated in the base case, we should not expect to see any degradation in the performance of the survey from differences in the effects of the covariates. We did not include differences in average visibility between ice and rock sites, where movement between substrate types obviously might cause large biases.

**Power to detect individual site trends**

Covariate correction appeared to increase the power to detect trends at individual sites (Fig. 17). Power for the CCE approach was approximately 0.75 for an annual trend of \(-0.05\). With the RCE approach, power was only about 0.50. These results are applicable to survey areas in which most of the harbor seal abundance is found at a single site.

**Power to detect area-wide trends**

When harbor seal abundance is scattered among several sites (the usual case), then the average trend among sites in a given survey area must be examined. Power increased with the number of sites in the area for both the CCE and RCE methods (Fig. 18). When the true annual trend was small, the power to detect an area-wide trend was often smaller than the power to detect a site-specific trend of similar magnitude, because inter-site variability is the major determinant of area-wide power. The opposite happened when the trend was large, because the averaging over sites reduced estimator variance sufficiently to counteract inter-site variability. For example, using a CCE approach, the power to detect an annual trend at a single site of magnitude \(-0.05\) was approximately 0.75 (Fig. 17), but less power was obtained for detecting an area-wide trend of the same magnitude in survey routes comprised of 27 or fewer sites (Fig. 18). For most sites, the area-wide power was higher than the single-site power when the true trend was \(-0.6\) or larger.
Neither the CCE method nor the RCE method consistently had greater power to detect area-wide trends (Fig. 18).

**Power vs. the number of sites surveyed**

The power statistics for the CCE method are shown in Figure 19a. As expected, the power generally increases as the number of sites per area increases. Oddly, the power is lower for 50 sites than for 35 sites. We attribute this to an artifact of the particular set of covariate values generated for this study. The main message from this figure is that with 25 or more sites, there is at least a 90% chance of detecting an annual trend of no less than –0.05. For 15 or more sites, there is at least a 90% chance of detecting a trend of no less than –0.075.

The power statistics for the RCE method shown in Figure 19b are similar to those for the CCE estimates. There is at least a 90% chance of detecting a trend of no less than –0.05 with 25 or more sites, and a trend of no less than –0.075 with 15 or more sites.

**Sensitivity analyses on power**

Not surprisingly the average area power with the CCE method was higher with no inter-site variability and lower with twice as much inter-site variability (Table 3). Interestingly, there was almost no power to detect a trend of –0.1 or less in the latter case. Reducing the number of counts to 5 or 3 decreased average area power only slightly, because inter-site variability was the dominating factor. Reducing the number of years to 5 increased power a slight amount when the true trend was less than –0.05 but decreased power when the true trend was greater than or equal to –0.05. At –0.05, the power decreased from about 90% to about 45%.

Average site power is appropriate when harbor seal abundance is mainly at a single site. Obviously, inter-site variability had no effect on average site power (Table 3). Reducing the number of counts to 5 or 3 decreased average site power, especially when the true trend was near –0.5. Reducing the number of years to 5 decreased power greatly, especially when the true trend was greater than or equal to –0.02. At –0.05, the power decreased from about 80% to about 10%.

With the RCE method, the effects of the factors on the average area power was similar to those for the CCE method (Table 4). Inter-site variability was again the dominating factor. Using average counts instead of maximum count had little effect when there were 12 years of data. Power was slightly higher for average counts when there were 5 years of data. Reducing the number of counts to 5 or 3 decreased average site power, especially when the true trend was above –0.4. Reducing the number of years to 5 decreased power greatly, especially when the true trend was greater than or equal to –0.01. At –0.05, the power decreased from about 50% to under 10%.
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Power vs. survey interval

Our simulations assumed that each site was surveyed each year. While this reflects current practice at trend sites, only a fraction of the remaining sites are surveyed in a given year. Different regions within the state of Alaska are surveyed on a rotating schedule. Some power is necessarily lost by having fewer surveys. However, larger changes in population abundance will occur between surveys, somewhat mitigating this effect.

The power to detect a trend for a survey conducted every $n^{th}$ year can be obtained from our results. For instance, to look up the power to detect a trend of $-0.02$/year in a survey conducted every third year for 13 years (5 surveys in total), we'd look up the power of detecting a trend of $-0.06$ ($-0.02 \times n$) given 5 annual surveys. From Table 3, this value is 10.2%, smaller than the 18.6% power that would be obtained from annual surveys.

CONCLUSIONS

1. Estimation methods that adjust for the effects of covariates on the fraction of the population hauled out are more robust than methods based on raw counts.

2. The existing survey design seems to provide enough information to simultaneously estimate both the population trend and the effects of covariates at each haulout. This was not obvious to us before this study, as surveys are conducted in such a way as to minimize the range of values of the covariates (flying at the same time of year, stage of the tide, etc.). It was plausible that the covariate effects would be so poorly estimated that the corrections would do more harm than good.

3. To the extent possible, two rules should be followed in surveying. First, the bulk of the counts should be conducted under as standard a set of conditions as possible. These should be timed to coincide with the peak haulout numbers. However, some effort should also be devoted to counting under contrasting conditions, e.g., allocating some counts to later in the season. The effect of a covariate on the fraction hauled out is much better estimated when observations from contrasting conditions exist.

4. If animals move among sites, trend estimation methodology may also need to include corrections to absolute abundance. This is critical if there are substantial differences in the average fraction hauled out among sites, and a substantial fraction of animals move from one site to another between years. If so, trend estimates may be biased.

5. An evolution over time in the fraction hauled out can cause a substantial bias. One obvious candidate for such a phenomenon would be a trend in the availability of food such that the time spent foraging increased or decreased. Annual mark-recapture studies could detect such trends.

6. A key factor governing the robustness and power of harbor seal surveys is intersite variability in trend. In particular, this affects our ability to detect area-wide
trends. This factor is well understood for Prince William Sound and Kodiak trend sites, but better information is needed for other sites in the EVOS area.

7. Current trend routes might conceivably span several demographically isolated populations with differing trends. If the boundaries of such populations are not known, then managers must respond in a risk-averse fashion to any adjacent group of haulouts exhibiting a decline. If the population boundaries are known, our ability to detect a trend in each population is a simple power calculation. The trend route would contain \( n \) sites from the population (possibly a subset of a larger group of haulouts used by the population). The ability to detect a trend of a given magnitude in the population is simply the power to detect a trend from a group of \( n \) sites.

8. Although we did not explicitly investigate correction of counts to absolute rather than relative abundance, such methods will probably be affected by covariates. Therefore, methods for correcting counts to absolute abundance that include covariates should be investigated. If not, specific counts will be over- or under-adjusted, depending upon the conditions when they were observed. One such study is currently being conducted at Tugidak Island. A photographic mark-recapture approach is being combined with repeated counts under varying conditions to create covariate-based corrections to absolute abundance.
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Table 3. Effects on average area power and average site power of inter-site variability \( \text{var}(L_k) \), number of counts (ncounts), and number of years (nyears), using CCE.

<table>
<thead>
<tr>
<th>Trend</th>
<th>Base Area Avg.</th>
<th>var(L_k)=0 Area Avg.</th>
<th>var(L_k)=2X Area Avg.</th>
<th>ncounts=5 Area Avg.</th>
<th>ncounts=3 Area Avg.</th>
<th>nyears=5 Area Avg.</th>
<th>Base Site Avg.</th>
<th>var(L_k)=0 Site Avg.</th>
<th>var(L_k)=2X Site Avg.</th>
<th>ncounts=5 Site Avg.</th>
<th>ncounts=3 Site Avg.</th>
<th>nyears=5 Site Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>87.5%</td>
<td>96.7%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>-0.1</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>87.5%</td>
<td>96.7%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>-0.2</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>87.5%</td>
<td>96.7%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>-0.3</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>87.5%</td>
<td>96.7%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>-0.4</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>87.5%</td>
<td>96.7%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>-0.5</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>87.5%</td>
<td>96.7%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>-0.6</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>87.5%</td>
<td>96.7%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>-0.7</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>87.5%</td>
<td>96.7%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>-0.8</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>87.5%</td>
<td>96.7%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>-0.9</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>87.5%</td>
<td>96.7%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>-1.0</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>87.5%</td>
<td>96.7%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>
Table 4. Effects on average area power and average site power of inter-site variability $\text{var}(L_k)$, number of counts (ncounts), number of years (nyears), and using average count instead of maximum count, using RCE.

<table>
<thead>
<tr>
<th>Trend</th>
<th>0</th>
<th>-0.01</th>
<th>-0.02</th>
<th>-0.03</th>
<th>-0.04</th>
<th>-0.05</th>
<th>-0.06</th>
<th>-0.07</th>
<th>-0.08</th>
<th>-0.10</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Base</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area Avg.</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.2%</td>
<td>80.8%</td>
<td>97.3%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>var($L_k$)=0</td>
<td>7.1%</td>
<td>68.4%</td>
<td>96.2%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>var($L_k$)=2X</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.8%</td>
</tr>
<tr>
<td>ncounts=5</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.1%</td>
<td>59.1%</td>
<td>96.1%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>ncounts=3</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.1%</td>
<td>98.2%</td>
<td>72.3%</td>
<td>99.8%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>nyears=5</td>
<td>0.0%</td>
<td>0.1%</td>
<td>0.2%</td>
<td>9.8%</td>
<td>1.8%</td>
<td>42.9%</td>
<td>45.1%</td>
<td>64.2%</td>
<td>89.9%</td>
<td>98.4%</td>
</tr>
<tr>
<td>avg.count</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>79.8%</td>
<td>99.7%</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td>avg.count(5 yr)</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>9.2%</td>
<td>0.2%</td>
<td>55.7%</td>
<td>60.0%</td>
<td>84.3%</td>
<td>99.8%</td>
<td>100.0%</td>
</tr>
<tr>
<td><strong>Base</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Site Avg.</td>
<td>4.7%</td>
<td>6.1%</td>
<td>9.3%</td>
<td>19.2%</td>
<td>32.8%</td>
<td>50.9%</td>
<td>66.6%</td>
<td>72.7%</td>
<td>81.8%</td>
<td>97.1%</td>
</tr>
<tr>
<td>var($L_k$)=0</td>
<td>4.7%</td>
<td>6.1%</td>
<td>9.3%</td>
<td>19.2%</td>
<td>32.8%</td>
<td>50.9%</td>
<td>66.6%</td>
<td>72.7%</td>
<td>81.8%</td>
<td>97.1%</td>
</tr>
<tr>
<td>var($L_k$)=2X</td>
<td>4.7%</td>
<td>6.1%</td>
<td>9.3%</td>
<td>19.2%</td>
<td>32.8%</td>
<td>50.9%</td>
<td>66.6%</td>
<td>72.7%</td>
<td>81.8%</td>
<td>97.1%</td>
</tr>
<tr>
<td>ncounts=5</td>
<td>5.6%</td>
<td>7.7%</td>
<td>11.8%</td>
<td>22.1%</td>
<td>29.0%</td>
<td>42.2%</td>
<td>60.4%</td>
<td>69.0%</td>
<td>81.4%</td>
<td>95.1%</td>
</tr>
<tr>
<td>ncounts=3</td>
<td>6.1%</td>
<td>6.3%</td>
<td>12.3%</td>
<td>18.1%</td>
<td>26.2%</td>
<td>43.0%</td>
<td>48.5%</td>
<td>54.8%</td>
<td>66.0%</td>
<td>90.8%</td>
</tr>
<tr>
<td>nyears=5</td>
<td>5.4%</td>
<td>5.0%</td>
<td>5.5%</td>
<td>5.2%</td>
<td>6.0%</td>
<td>7.5%</td>
<td>8.5%</td>
<td>8.8%</td>
<td>9.5%</td>
<td>14.1%</td>
</tr>
<tr>
<td>avg.count</td>
<td>4.6%</td>
<td>6.4%</td>
<td>12.2%</td>
<td>29.4%</td>
<td>47.3%</td>
<td>67.4%</td>
<td>86.1%</td>
<td>85.9%</td>
<td>95.1%</td>
<td>99.6%</td>
</tr>
<tr>
<td>avg.count(5 yr)</td>
<td>5.6%</td>
<td>5.1%</td>
<td>5.5%</td>
<td>5.6%</td>
<td>7.3%</td>
<td>8.8%</td>
<td>10.0%</td>
<td>11.7%</td>
<td>13.8%</td>
<td>19.3%</td>
</tr>
</tbody>
</table>
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Figure 1. The fraction of seals hauled out as a function of a hypothetical covariate (e.g. tide). The vertical bars illustrate the differing amount of correction necessary to calculate absolute abundance from counts for different states of the covariate.

Figure 2. Deviations of estimate site trends from the average trend across sites for the 25 sites in the Prince William Sound Trend A survey from reanalysis of the raw data.

Figure 3. Estimated effects of survey day for the 25 sites in the Prince William Sound Trend A survey from reanalysis of the raw data. The average effect across sites is shown with the bold line. Standardized day is (Day – August 28)/100. The range of the observed data is used for the range of the x-axis, which corresponds to 10 days before August 28 to 20 days after August 28.

Figure 4. Estimated effects of tide for the 25 sites in the Prince William Sound Trend A survey from reanalysis of the raw data. The average effect across sites is shown with the bold line. Standardized tide is (Time relative to low tide)/100. The range of the observed data is used for the range of the x-axis, which corresponds to 2.5 hr before low tide to 2.5 hr after low tide.

Figure 5. The 244 haulout locations included in this simulation study (triangles) and the subdivision of the study region into 5 component areas (shaded).

Figure 6. Six years of harbor seal counts from Tugidak Island, Alaska (diamonds). The dashed lines are bell-shaped curves fit to the pupping and molting peaks, and the solid line denotes the summed curves. The residuals of this ‘fit’ are used to estimate random variation and autocorrelation in count data generated by the simulation model.

Figure 7. A single realization of known and unknown covariates for a single site across years with 7 surveys each year. The Base Case shows the known uniform covariate always present, “Study 1” shows the unknown linear covariate that is only present in Study 1, and “Study 2” shows the unknown random-mean covariate that is only present in Study 2.

Figure 8. The effect of either of the two unknown covariates for 25 sites (to correspond to the PWS Trend A site reanalysis) as a function of the unknown covariate’s values. The coefficient for each site is drawn from a normal distribution with mean -0.32 and standard deviation 0.16. The average across sites is also shown.

Figure 9. The average effect of unknown covariate 1, which has a linear trend over years, as a function of year.

Figure 10. Performance of estimates of trend as a function of the number of years of data available. Results from both a covariate-corrected estimator (CCE) and an estimator based on the maximum count (RCE). Top graph shows bias, bottom accuracy. Results from 100 simulations with 244 haulout sites.
Figure 11. Performance of estimates of trend as a function of the number of replicate counts at each site. Results from both a covariate-corrected estimator (CCE) and an estimator based on the maximum count (RCE). Top graph shows bias, bottom accuracy. Results from 100 simulations with 244 haulout sites.

Figure 12. Performance of estimates of trend as a function of the average date of the survey relative to Aug. 28. Results from both a covariate-corrected estimator (CCE) and an estimator based on the maximum count (RCE). Top graph shows bias, bottom accuracy. Results from 100 simulations with 244 haulout sites.

Figure 13. Performance of estimates of the covariate effect as a function of the average date of the survey relative to Aug. 28. Results for both the linear (beta1) and quadratic (beta2) effects. Top graph shows bias, bottom accuracy. Results from 100 simulations with 244 haulout sites.

Figure 14. Performance of estimates of trend relative to the base case for variation in the peak date of attendance (peak fluctuates) and for the case where the survey date averages two days later each year (datetrend). Results from both a covariate-corrected estimator (CCE) and an estimator based on the maximum count (RCE). Top graph shows bias, bottom accuracy. Results from 100 simulations with 244 haulout sites.

Figure 15. Performance of estimates of trend when lurking covariates exist. Shown are the case where the unknown covariate has a linear trend over years (linear cov) and when it varies from year to year (random cov). Results from both a covariate-corrected estimator (CCE) and an estimator based on the maximum count (RCE). Top graph shows bias, bottom accuracy. Results from 100 simulations with 244 haulout sites.

Figure 16. Performance of estimates of trend when animals move between substrate types that differ in their covariate effects. Shown are the case when this movement varies from year to year (ran move) and when there is an annual net movement from rocky to ice substrate (dir move). Results from both a covariate-corrected estimator (CCE) and an estimator based on the maximum count (RCE). Top graph shows bias, bottom accuracy. Results from 100 simulations with 244 haulout sites.

Figure 17. Power to detect site-specific trends of various magnitudes using covariate-corrected estimates (CCE) or raw count estimates (RCE).

Figure 18. Power to detect area-wide trends of various magnitudes, for each of the eight simulated survey routes, using covariate-corrected estimates (CCE) or raw count estimates (RCE).

Figure 19. Power to detect area-wide trends of various magnitudes, for areas containing various numbers of sites, using covariate-corrected estimates (CCE) or raw count estimates (RCE).
Appendix. Substrate type and harbor seal abundance at Prince William Sound and Kodiak population trend route sites were compared to all haulout sites within the EVOS spill area (Table A1, Figures A1-A3). Additionally, substrate type and abundance within the mean of the maximum distances recorded between any 2 haulout sites by adult (~15 km) and subadult (~35 km) seals were also examined.

Table A1.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>Spill Area</th>
<th>Kodiak &amp; PWS</th>
<th>Kodiak</th>
<th>PWS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Trend Sites</td>
<td>at 15 km</td>
<td>at 35 km</td>
<td>Trend Sites</td>
</tr>
<tr>
<td>Non-Ice</td>
<td>244</td>
<td>55</td>
<td>10</td>
<td>27</td>
</tr>
<tr>
<td>Ice</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Abundance</td>
<td>23,267</td>
<td>4,742 (20.4)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>794 (14.3)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2,828 (37.4)&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentage of total abundance within EVOS spill area at trend sites.

<sup>b</sup>Percentage of additional abundance within the maximum distance typically traveled by adult seals between two haulouts.
Figure A1. Overview of all haulouts used: Kodiak Trend Route (▲), Prince William Sound Trend Route (■), and non-trend route (○) haulouts.
Figure A2. Prince William Sound haulouts, outside the Trend Route Area, but within typical swimming distance of adult (⊗) and subadult (□) harbor seals. Other model haulouts on the Trend Route (▲) and outside the Trend Route (△) are indicated.
Figure A3. Kodiak haulouts, outside the Trend Route Area, but within typical swimming distance of adult (□) and subadult (□) harbor seals. Other model haulouts on the Trend Route (▲) and outside the Trend Route (△) are indicated.
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